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Abstract - A Wireless Sensor Network (WSN) consists of spatially distributed autonomous sensors to cooperatively monitor physical or environmental conditions. As sensor networks are expected to scale to large number of nodes and are widely used in large-scale networked embedded systems, WSNs system designers must fulfill the quality of service (QoS) requirements imposed by the applications. In wireless contention-based medium access control (MAC) protocols, when two nodes that are not visible to each other transmit to a third node that is visible to the former, there will be a collision—called hidden-node or blind collision. This problem greatly impacts network throughput, energy-efficiency and message transfer delays, and the problem dramatically increases with the number of nodes. Several mechanisms have been proposed to mitigate the impact of the hidden-node problem in wireless networks and in synchronized cluster-based wireless sensor networks.  Sensor nodes in wireless sensor network are severely energy-constrained.  This has been a key factor to limit its performance.  In this context, this paper proposes a simple yet efficient distributed mechanism to avoid Hidden Node Collision in synchronized cluster-based wireless sensor networks.  The objective in this paper is not to find a new theoretical solution to the hidden node problem.  The main objective is to devise a mechanism that uses an existing paradigm that is a grouping paradigm that splits each cluster of a WSN into disjoint groups of non-hidden nodes using base station which requires no location information of the sensor nodes and then scales to multiple clusters via base station that guarantees no transmission interference between overlapping clusters.  The Base Station elects the Cluster Head and initiates the cluster formation.  It also initiates the re-election process of Cluster Head in case of Cluster Head failures.  The Cluster Head in turn initiates the Intra Cluster Grouping Mechanism to form groups of non-hidden nodes.  Inter Cluster Communication Mechanism via base station is used for the communication between the clusters with overlapping radio coverage.  

Index Terms Energy-efficiency, hidden-node problem, networked embedded systems, quality-of-service (QoS),  wireless sensor networks (WSNs).
I. INTRODUCTION

A Wireless Sensor Network (WSN) consists of spatially distributed autonomous sensors to cooperatively monitor physical or environmental conditions, such as temperature, sound, vibration, pressure, motion or pollutants. The development of wireless sensor networks was motivated by military applications such as battlefield surveillance and is now used in many industrial and civilian application areas, including industrial process monitoring and control, machine health monitoring, environment and habitat monitoring, healthcare applications, home automation, and traffic control. 

WSN applications can be of many different types and can impose different quality-of-service (QoS) requirements, e.g., an air quality monitoring application gathering air parameters measurements has less stringent timing requirements than a mobile

robot navigation application. However, all WSN applications benefit from higher network throughput, lower message delay, and longer system lifetime.

The provision of QoS in WSNs is very challenging especially in a cluster based wireless sensor network mainly due to hidden node collision which ultimately affects various QoS parameters.  This paper proposes a simple yet efficient distributed mechanism to avoid Hidden Node Collision in synchronized cluster-based wireless sensor networks.  
II Background Work
The previous research works for elimination or reducing the impact of the hidden-node problem in WSN.

Busy Tone Mechanism[5] - Sending a busy tone to its neighbors (on a narrow-band radio channel) for preventing them from transmitting during channel use.
Limitation -  Need of a separated radio channel, leading to additional hardware complexity and cost and eventually to additional energy consumption.

Request – To – Send(RTS) / Clear – To – Send Mechanism[6] -  Radio channel is reserved around the sender and the receiver through a control – signal handshake mechanism called split-channel reservation multiple access. (SRMA).

The channel reservation is initiated by the sender, which sends an RTS frame and waits for a CTS frame from the destination, before starting the effective transmission.

Limitations 

Data frames in WSN’s are typically as small as RTS/CTS frames, leading to the same collision probability.

RTS/CTS message exchanges are energy consuming for both sender and receiver.

Use of RTS/CTS is limited only to unicast transmission.  It is not used in broadcast transmission.
Throughput may degrade due to exposed node problem.

Carrier – Sense Tuning Mechanisms[7] - Tuning the receiver sensitivity threshold of the transceiver (which represents the minimum energy level that indicates channel activity) to have extended radio coverage that enables a node to detect the transmissions of nodes farther away.

Limitations- It assumes homogenous radio channels, but hidden-node problem can arise from   heterogeneous environment.

 Node Grouping Mechanisms[4] - Nodes are grouped according to their hidden – node relationship, such that each group contains nodes that are ‘visible’ (            ) to each other. Then, the groups are scheduled to communicate in non-overlapping time periods to avoid hidden – node collisions. This strategy is suitable for star-based topologies with one base station. Implemented in Zig Bee  / IEEE 802.15.4 networks. The grouping strategy assumes that the Zig Bee Coordinator (ZC) can distinguish a hidden – node collision from a normal collision based on the time when the collision occurs. When ZC detects the hidden node collision, it starts hidden node information collection process, by triggering polling mechanism. At the end of the polling process, all nodes report their hidden node information to the ZC, which executes a group assignment algorithm based on the hidden – node relationship reported by the nodes.

Limitation -Grouping process is repeated each time when ZC detects hidden node collisions. This results in significant network in accessibility times and energy consumption during the polling process.

HNAME Mechanism - H-NAMe [1] relies on the grouping strategy that splits each cluster of a WSN into disjoint groups of non-hidden nodes that scales to multiple clusters via a cluster grouping strategy that guarantees no interference between overlapping clusters. 

Sensor nodes in wireless sensor network are severely energy-constrained.  This has been a key factor to limit its performance. The H-NAMe mechanism proposed for synchronized cluster-based wireless sensor network uses cluster-based routing protocols for cluster formation.  However, the cluster-based routing protocols require information on the locations of the sensor nodes in the network to construct clusters.  Due to cost, it is not feasible to know the locations of all the sensor nodes in the network.  And in previous mechanisms there is no alternate solution specified for the failure of the cluster head and the strategy specified for completely avoiding the inter cluster hidden-node problem is definitely not adequate for large-scale WSNs, where the number of clusters may be significantly high and most of them non overlapping (in terms of radio interference range).

III Proposed System
System Model
A multiple cluster wireless networks where in each cluster there is at least one node with bidirectional radio connectivity with all the cluster nodes is considered.  This node is Cluster Head (CH). CH must support routing capabilities for guaranteeing total interconnectivity between cluster nodes.  A Synchronization service must exist to assure synchronization services to all network nodes either in a centralized or distributed fashion.  Nodes are assumed to content for medium access during a Contention Access Period (CAP). It is assumed that there is interconnectivity between all the network clusters.

System Model
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System Architecture
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Cluster Formation

The Base Station which requires no location information of the sensor nodes centrally performs the cluster formation task. The Base Station elects the Cluster Head and initiates the cluster formation.  A node with bidirectional radio connectivity all the cluster nodes is considered as Cluster Head (CH). If more than one node in a cluster has bidirectional radio connectivity with all the cluster nodes, then the node with high resources like energy, memory, computing is elected as Cluster Head. CH must support routing capabilities for guaranteeing total interconnectivity between cluster nodes.  In case of Cluster Head failures the base station also initiates the re-election process of Cluster Head.
Intra Cluster Grouping 

Intra cluster Grouping strategy comprises four steps: (It is assumed that there is no interference with adjacent clusters).
Step 1: Group Join Request:

· A node Ni that wants to avoid hidden node collision sends Group-Join. Request message to its CH using GM (Group Management Address) in the destination address field.
· The message is acknowledged by CH, which will be received by all cluster nodes, since the CH is assumed to have bidirectional links            with all nodes.
· All the cluster nodes in the transmission range of Ni and that already belong to a group, check if they have Ni already registered as a neighbor node in the Neighbor Table (stores the addresses of neighbor nodes and link symmetry information).
· If a node  Nj which hears Group – Join.request message, but does not belong to any group, ignores the message.     
· Otherwise, Nj records the information about Ni in its Neighbor Table, if it is  not  registered  yet and will update the link symmetry  with  direction  Ni        Nj
Step Status:

At the end of this step, each node in the transmission range of Ni knows that node Ni is asking for joining a group and registers the neighborhood information of Ni .  This ensures a link direction from Ni to this set of nodes.

Step 2:  Neighbor Notification:

· After receiving Ack frame of its Group-Join.request message, Node Ni triggers the GroupRequestTimer timer, to receive the notification message from its neighbor that already belong to a group.
· During that time period, all the nodes that have heard the join-request and already belong to a group, must initiate a Neighbor.notify message to node Ni with an Ack request.
· This  is  done  by  sending  Neighbor  Notify  message   to   CH  which             have connections  with  all  the  nodes.  CH sends Ack frame to all the nodes.
· When Ni  receives Neighbor.notify message from Nj, then it updates its Neighbor Table by adding a new entry about information on Nj with a link symmetry set to bidirectional (N​I           Nj )
· If already registered, Ni ensures (          ) link symmetry.
· This step is executed by all the neighbor nodes of Ni that belongs to a group.
Step Status:

At the end of this step, the requesting node Ni will have the information on all bidirectional neighbors that have already been assigned to groups.

Step 3:  Neighbor Information Report:

· CH has a full knowledge of the groups and their organization, after the expiration of the GroupRequest.Timer timer, node Ni , sends the Neighbor Report message, which contains the lists of its neighbor nodes.

· CH must send Ack frame to confirm.

· Ni waits for notification from CH, that decides whether Ni will be assigned to a group or not.

· CH must send the group assignment notification before the expiration of a time period equal to a GroupNotficationTimer.
· If the timer expires, node Ni concludes that its group join request has failed and may retry to join group later.

Step Status:

At the end of this step, Ni will be waiting for the group assignment confirmation message from CH, which tries to assign Ni to a group based on its neighbor information report and the organization of the groups in the cluster.

Step 4: Group Assignment Procedure:
· The number of groups must be kept as low as possible in order to reduce the number of state information that needs to be managed by the CH.
· It is assumed that no. of groups inside each cluster must not exceed a MaxGroupNumber (by default 6).

· CH checks the neighbour list of the requesting node Ni.
· If there is a group whose (all) nodes are neighbors of node Ni, then Ni will be associated to that group.

· CH increments Count [ Group_index (Nj) ], if Nj of a particular group with group-index is the neighbor of node Ni.

· If the Count is equal to the number of nodes of Group_index,  then CH assigns Ni to this group.
Else

· CH creates a new group for Ni, 

   if number of Groups < MaxGroupNumber

else

     Group-Join.request of Ni will be considered as failed.

· Therefore, Ni must transmit during CAP ( not in GAP) and may retry a new Group-Join.Request later.
Step Status:

At the end of this step, 

· CH sends aGroup-join.notify message to node to notify it about the result of its group join request. If the requesting node is assigned a group, then it will be allowed to contend for medium access during the time period reserved for the group, which is called GAP. This information on the time period allocated to the group is retrieved in the subsequent frames sent by the CH.

· CH then updates the group information to Base Station. 

· CH then updates the group information to Base Station. 
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Intra Cluster Grouping Mechanism

Inter Cluster Communication:

Solving the hidden-node problem in multiple-cluster networks involves greater complexity due to inter cluster interference.  The assumption that there is no interference from other clusters made before is no longer valid. Hence, even if non-hidden node groups are formed inside all clusters, there is no guarantee that hidden-node collisions will not occur, since groups in one cluster are unaware of groups in adjacent clusters.

This process is used for the communication between the clusters with overlapping radio coverage. The Cluster Heads Communicates with base station to initiate the communication between the nodes of one cluster with other which have overlapping interference.

[image: image3.emf]
Inter Cluster Communication Mechanism

The inter cluster communication concept is illustrated in the above figure. Clusters A and C have overlapping radio coverage, which can lead to inter-cluster interference and thus to hidden-node collisions. Thus, the node Ni with overlapping radio coverage in Cluster C with Cluster A will request for inter cluster communication to its cluster head.  The Cluster Head of the Cluster C will place the request to Base Station.  Base Station in turn sends this inter communication request message to the Cluster Head of Cluster A.  Cluster Head in the Cluster A will stop all the intra communication in the cluster if any.   Thus the inter cluster hidden node collision can be avoided during inter cluster communication. 

IV CONCLUSION
This paper proposes a simple but effective solution to the hidden-node problem, which is a fundamental impairment to QoS in wireless communication networks and particularly for WSNs. The given solution is very attractive for WSN applications with more stringent QoS requirements, as the hidden-node problem represents one of the major causes of QoS degradation, particularly in what concerns network throughput, message delay, energy-consumption, and reliability. The proposed mechanism eliminates hidden-node collisions in synchronized single or multiple cluster WSNs using contention-based MAC protocols. It follows a proactive approach, since it avoids hidden-node collisions before occurring, through the creation of hidden-node interference-free node groups and node cluster groups.
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