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Abstract:

Recent development in WiMAX broadband wireless access technology supports wide variety of multimedia transmission users and has evolved with various Quality of Service (QoS) scheduling types for WiMAX uplink and downlink transmissions. WiMAX 2, formally known as 802.16m promises to offer average downlink speeds of more than 100Mbps to users, compared to peak download speeds of 100Mbps for LTE networks. As the WiMAX industry continues to grow and thrive, the multimedia services such as IPTV, video conference are emerging to be the main traffic source. When UDP coexists with TCP, it induces not only congestion collapse but also unfairness problem. This paper reviews the key aspects of Dynamic buffer Management for QoS-Aware Packet Scheduling implementations in WiMAX networks and provides solutions to on-demand, emergency, and normal traffic for multimedia services in routers. Several objectives like achieving high end user utility for video services, considering the multicast as well as unicast proprieties to meet interclass fairness, and achieving the QoS requirement by adaptively adjusting the thresholds based on the traﬃc situations are reviewed. 

                          I. INTRODUCTION

The  World wide Interoperability for Microwave Access (WiMAX) broadband wireless network provides large capacities, wide coverage, and high bandwidth in support of image and video transmission [1]. WiMAX standards issued by an IEEE 802.16 sub-committee include IEEE 802.16m (WiMAX 2/advanced WiMAX) and IEEE 802.16e (mobile WiMAX) [2]. Orthogonal frequency-division multiple access ( OFDMA), which is viewed as a key technology in terms o f the WiMAX physical layer [ 3-4], is capable of adjusting channel bandwidth and allocating subcarriers for subscriber stations (SS) according to channel state. In a base station ( BS), all OFDMA subcarriers are divided into subgroups known as subchannels, which are subsequently allocated to different SSs to fulﬁll their respective bandwidth and quality of service 

(QoS) requirements. 
QoS is used to describe a collection of qualitative and quantitative performance parameters (see Table II). Commonly used QoS parameters [7] are (1) throughput; specified in bits per second, and bound by the maximum and instantaneous capacity of the network, (2) delay or latency; which is the time taken for packets to traverse the network from source to destination 
specified in units of time, (3) jitter; which is a variation in delay and important to real-time applications such as VOIP, and (4) loss rate; defined as a percentage of lost packets to sent packets. 

WiMAX is associated with the IEEE 802.16 standard, which defines five classes of traffic flow representing different types of services in the following order: Unsolicited Grant Service (UGS), Extended Real Time Polling Service (ertPS), Real Time Polling Service (rtPS), Non-Real Time Polling Service (nrtPS), and Best Effort Service (BE). The standard defines a connection-oriented MAC protocol with a mechanism for QoS support. However, scheduling algorithms for Uplink (UL) and Downlink (DL) bandwidth allocation in a single frame are left open for development by the vendors. 
Wimax utilizes a common downlink shared channel and employs fast link adaptation for downlink data transfer to mobile stations. The fast link adaptation feature is based on Adaptive Modulation and Coding (AMC), Hybrid Automatic Repeat reQuest (HARQ) and a shorter minimum allocation time (transmission time interval, TTI) of 2ms. 
II. THE BACKGROUND FOR QOS OF WIMAX  SYSTEM
A. TDD Mode of WiMAX

In the standard of IEEE 802.16 [1] [2], both “Point to Multipoint (PMP)” and Mesh systems are supported. In PMP system, Subscriber Station (SS) transmits data through Base Station (BS). BS is a manager of the network and integrates the whole resource of it. So BS can perform important control function such as set up of the link and management of the bandwidth. In Mesh system, SS can transmit data to other SSs without passing through BS. Both FDD and TDD mode are supported in IEEE 802.16 system. The allocation of time slots in TDD mode of WiMAX is shown in Fig.1. The bandwidth assigned to uplink and downlink can be changed dynamically and the cost of this mode is comparatively low. Therefore, a PMP system in TDD mode is the main WiMAX system.  
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               Fig.2.1.  TDD Allocation Method for WiMAX

B. Scheduling Framework  for WiMAX

 The scheduling framework between BS and SSs for WiMAX  is shown in Fig.2.2 In downlink (DL), there is a DL scheduler in BS and it will decide which data should be served on each DL channel of the frame. After the DL scheduler finishes its work, the result of this scheduling will be inserted into a DL_MAP message and DL_MAP parameter will be calculated. Then, BS will broadcast this DL_MAP message to SSs which can let them 
know the channel assignment information and receive data from the right channel. For the transmission from SSs in BS, an uplink (UL) scheduler is used.  This scheduler contains two parts which are operated in BS and SS separately. For the first part, BS receives the request message from SSs and decides which channel can be used by each of them. For the other part, the SS takes the data in UL_MAP and schedules the transmission of each of its uplink messages. 
C.  Review of existing Packet Scheduling proposals
Packet Scheduling (PS) for IEEE 802.16 and WiMAX has been studied by many groups in the wireless research community. Several PS schemes are proposed and classified in various ways. Some classify PS schemes based on UL and DL schedulers versus integrated schemes, which include both. Other classifications exist based on centralized versus decentralized scheduling schemes. In centralized schemes most of the scheduling tasks are performed in the Base Station (BS), whereas in decentralized schemes, scheduling tasks are divided between the BS and the Subscriber Station (SS) [1, 2]. Most commonly, PS schemes in WiMAX are classified based on Real-Time (RT) versus Non-Real-Time (NRT) schedulers.  
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                    Fig.2.2. Scheduling Framework

Classification of packet schedulers for WiMAX. Based on the study says , all the schedulers could be classified into two major categories: Basic or Complex schemes. The Complex schemes include several proposals in the literature including, but not limited to, Hierarchical, Opportunistic, Ad-hoc, Hybrid, Token Bucket, and Queue-aware packet schedulers. In the Basic schemes, often a simple traditional queuing discipline is considered for all classes [3]. Such systems use one or two simple queue disciplines to separate the traffic. Giving different weights to various classes to highlight their priorities is also used as a common strategy. Authors in [3] propose two different packet schedulers for IEEE 802.16 based on the Weighted Fair Scheduling (WFS) and the Throughput Guarantee Scheduling (TGS) schemes. The performance of proposed schedulers is compared to other conventional simple schedulers such as Round robin (RR), Proportional Fair (PF), and Fair Throughput (FTH) in terms of service coverage.  The authors in [3], show by simulation that both the WFS and the TGS schedulers provide improvements, such as increasing the number of users per sector. The TGS scheme provides higher coverage while maintaining the same effective aggregate throughput and lower fairness over the PF scheduler.  

Complex (PS) schemes combine several queuing disciplines with some parameters related to traffic and medium characteristics.  They often develop their schemes in more than one stage. Complex Hierarchical schemes are proposed in [4, 5]. In hierarchical schemes, the scheduling is designed in multiple levels. Often the traffic from different service classes is separated in the first level, and then scheduled within each class in the second level. Different levels of scheduling could all be performed in the BS or the tasks could be divided between BS and SSs. [6] proposes another complex scheme called the Opportunistic Scheme, in which channel characteristics are employed as parameters for decision making processes. In [7], the authors propose an Ad-hoc scheme for scheduling, where a separate queuing discipline is used for each service flow.  An Ad-hoc scheduling scheme is used in many of the schedulers for IEEE 802.16 traffic due to its flexibility. Since there are different types of traffic with unique QoS requirements, it is logical to use a different discipline for each type of flow. In [1, 8], Hybrid schemes are employed where multiple scheduling schemes are combined to build a more complex scheme. Yet another Complex scheme, based on Token Bucket strategy, which allows stringent control over the flow of traffic, is presented in [9, 10]. Finally, [11] proposes a Queue-aware scheme for packet scheduling. The analysis in [11] is based on packet arrival rate, which dynamically changes, and it allows the use of available bandwidth more efficiently. Based on the proposed scheduling schemes and the QoS requirements, we can establish  a comprehensive solution should have the following characteristics: 

· Maximizing the system throughput and minimizing the end-to-end delay 

· Being fair to users from all classes of service 

· Providing high resource utilization and high  revenue  
· Being flexible (SP should be able to control resource allocation)

· Providing QoS differentiation to all classes of  service defined by the standard  
III. BUFFER MANAGEMENT IN WIMAX RADIO ACCESS NETWORK
The Buffer management unit is used to control connection admission and memory allocation to packets. In addition, the Buffer management unit also provides queue length of connections to the SS’s BW-REQ generator at the end of each frame for requesting bandwidth.
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Figure 3.1: Buffer Management Architecture
In order to schedule both real-time ( RT) and non-real-time (NRT) services in the practical mobile broadband wireless access ( MBWA ) systems, two different types of scheduling principles can be considered: opportunistic scheduling and priority queuing. Particular examples of opportunistic scheduling for an integrated service include the adaptive EXP/PF algorithm [1][2] and UEPS algorithm [3], i n which two different priority metrics are employed, each one speciﬁed for an individual service class. In this case, however, the hard QoS constraint of the RT service, e.g., interms of maximum allowable delay, may not be warranted as the corresponding priority score is dynamically determined upon the varying conditions, e.g., the instantaneous data rate and waiting time.

Buffer management schemes can be categorized into three classes: complete partition policy based, complete sharing policy based, and PBS (Partial Buffer Sharing) policy based. In Complete partition, buffer space is statically partitioned into different queues each for a single class, which can use simple control mechanisms to achieve precise differentiated performance between classes. However, complete buffer partitioning reduces the buffer utilization heavily and increases the overall packet loss rate because arrival packets may be discarded even when there are buffer resources are available. 
To increase the overall system buffer utilization, dynamic partition based schemes have been proposed [4][5][6]. Complete buffer sharing policy can achieve highest buffer utilization because all of the buffers are always occupied unless there is not enough arriving traffic. Traditional Internet use FIFO with drop-tail mechanism and achieve high buffer utilization, but does not support service differentiation and fairness control. Push-out scheme is an enhancement of FIFO and drop-tail, which supports multiple classes of traffic. In Push-out, the arriving packets are allowed to enter the buffer as long as there is space, and when the buffer fills up, an incoming packet is allowed to enter by selectively overwriting another packet that is already in the buffer that is of lowest priority [7].
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                                               Fig. 3.2 SPBS Scheme for two priorities incoming traffic 
Multi-Queue based Push-out policy can achieve highest buffer sharing as well as service differentiation and fairness assurance [8]. [8] presents a PLR (Proportional Loss Rate) dropper to support proportional differentiated services using multi-class push-out policy. But large computing complexity is its inevitable disadvantage as other push-out schemes, especially with the number of service classes increasing. 
The PBS scheme controls incoming traffic from different priority classes based on threshold in buffer. When the buffer level is below threshold, PBS accepts both high priority and low priority packets and when the buffer level is over a predetermined threshold, low priority packets cannot access the buffer and are discarded. In other words, high priority packets continue to access the buffer unless it is full. The schematic diagram for this mechanism of priority based traffic control is represented in Figure 1. The low priority traffic is allowed to enter into buffer only if the buffer occupancy level is less than the threshold, T. For high priority traffic the complete buffer is accessible irrespective of the buffer occupancy level and threshold value. In partial buffer sharing schemes, the threshold is considered to be constant, which is referred to as Static Partial Buffer Sharing (SPBS) schemes [6][7]. However, we will see in Section IV that its performance suffers from the fact that it is not dynamic. The challenge in designing a SPBS scheme is to select optimal threshold value to obtain desired relative packet loss ratio among the two classes of traffic.  

       [image: image5.png]éhﬁémx\‘ hﬁ)‘éh‘éh\‘ )‘h\‘





                                 Fig. 3.3 State Transition Diagram for Static Partial Buffer Sharing Scheme  
Figure 3.3 shows the state transition diagram of buffer under the PBS mechanism. The traffic model has two input streams for different types of traffic, i.e., high priority and low priority traffic. The packets arrive at system according to Poisson process with arrival rates λh  and λl  for high priority and low priority traffic respectively. Both types of packets are stored at a common buffer which has fixed service time denoted by µ for both traffics. The capacity of buffer is N and threshold level is T. According to PBS mechanism, low priority packets are admitted to buffer only when buffer occupancy is less than T (< N) while the buffer access of high priority traffic is limited by its full capacity.   
In high speed networks, the two major performance measures are the end-to-end transfer delay and end-to-end packet loss probability. The quality of traffic including video, voice and other data signals is sensitive to consecutive packet losses rather than single packet loss. Therefore, the proper performance measure for the traffic in such networks is consecutive packet loss probabilities. The goal is to accommodate more incoming packets from various sources and smooth out the burst arrival rate while limiting the overhead of the switch within a predefined size. Therefore, a novel scheme of adaptive threshold to fairly regulate the sharing of memory among queue for traffic of loss priority is proposed. This model can be applicable to any number of packet classes. The adaptive threshold scheme which is an improvement of SPBS scheme, adapts to changes in traffic conditions. Whenever the load changes, the system will go through a transient and guarantee the packet loss ratio performance between classes and improves the buffer utilization as possible.
Meanwhile, priority queuing is one particular scheduling scheme that can guarantee a hard QoS constraint as always serving the rtPS service class users ahead of the nrtPS service class users. Inspite of its QoS guarantee feature and simplicity, the serious disadvantage of a priority queuing scheme is that the multi-user diversity advantage of NRT users cannot be leveraged. This is true because RT users with the worse channel condition must be s till served ahead of NRT users with the better channel condition even w hen some RT users can still wait for a while up to their deadline. To overcome such a disadvantage of the priority queuing scheme, an opportunistic priority queuing scheme, referred to as the Delay Threshold based Priority Queuing (DTPQ) scheme, has been proposed for improving the overall system capacity subject to individual QoS requirements [ 4]. This scheme takes the relative urgency of the RT service into account only w hen its head-of-line (HOL) packet delays exceed a given delay threshold. In practice, however, it is not straightforward to conﬁgure the optimum delay threshold under varying service scenarios, e.g., depending on the numbers of RT and NRT users in the system, for t he given QoS requirements. Adaptive DTPQ- based priority queueing scheme [7] is an opportunistic priority queuing scheme that supports both latency-sensitive real-time (RT) and best-effort non-realtime (NRT) service classes in mobile broadband wireless (MBWA) systems. It employs an adaptive delay threshold as a dynamic reference of prioritizing the urgent RT service users over others, which allows for fully leveraging the multiuser diversity gain of NRT service users under the varying system conditions.
IV. Dynamic Buffer Management in WiMAX Scheduler
a. Need for Dynamic Buffer Management in Wimax Scheduler 

The dynamic buffer allocation algorithm is mainly responsible for controlling the buffer space size for each connection, and handling packet dropping when packets are useless, or the buffer is full. In this scheme, buffer space is dynamically allocated to the established connections according to the type and traffic contract parameters. The required buffer space for a connection is determined by the packet arrival process and packet service process. The packet arrival process is influenced by the traffic contract rate, while the packet service process is allocated by the bandwidth allocated by the scheduler. This scheme, has been proposed for improving the overall system capacity subject to individual QoS requirements [ 8].
b. Dynamic Classiﬁed Buffer Control for QoS-Aware Packet Scheduling
In [8], they proposed  how a M/M/c /c + h batch-arrival model can be used to (a) assess WiMAX  QoS-aware packet scheduling performance, and (b) obtain packet loss rate (PLR), queueing delay ( QD) , and bandwidth Utilization  (BU) measures associated with subscriber QoS constraints. These measures will be applied to a utilization optimization problem for dynamically controlling classiﬁed buffer size. The proposed model and optimization results are offered in support of research involving IEEE 802.16/WiMAX network operations.
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Fig. 4.1 MX/M /c/c+h state-transition diagram for the proposed WiMAX QoS - aware packet scheduling system .

Batch -Arrival Queue Model:
A WiMAX BS consists of a packet classiﬁer, a buff er management block ( BMB) , and a packet scheduler. The packet classiﬁer distributes incoming packets to their corresponding sub-BMBs (each user has its own sub-BMB) . Each sub BMB is comprised of several different types o f classiﬁed buffers; subsidiary QoS statistics are recorded for each one. The packet scheduler performs its task according to u ser sch e d u lin g p r io r ities, u ser channel status in for m a tio n , an d Q o S statistics r ecorded in each sub-BM B. Fo r analysis, a BS h as a capacity C total b an d w idth that is capable o f simultaneously serving N average SSs whose sub-BMBs have the same traffic classes
        V. CONCLUSION 

Integrated broadband wireless access (BWA) networks such as Mobile WiMAX support heterogeneous applications that contend for scarce bandwidth resources. We looked into various Packet scheduling algorithms proposed as part of providing QoS in WiMAX.  The focus of the study was to address the suitable Dynamic Buffer Management in WiMAX Scheduler being deployed according to the nature of the user application. From the study, it can be concluded that  Dynamic Classiﬁed Buffer Control for QoS-Aware Packet Scheduling is more suitable for the data-traffic network and  is utilization optimization procedure may be useful in terms of dynamically controlling packet scheduling classified buffers, thereby increasing profitability according to specific QoS constraints. Our impending work will focused on developing a new scheduling algorithm  for Dynamic Classiﬁed Buffer Control for QoS-Aware Packet Scheduling  that is simple, compatible to the standard and yet provides QoS support to different types of traffic variation.
REFERENCES
[1] B. L i, Y. Qin, C. P. L ow, and C. L . Gwee, “A survey on mobile WiMAX,” IEEE Commun. Mag.,  vol. 45, no. 12, pp. 70-75, Dec. 2007.
[2] 802.16-2009 - IEEE Standard for Local and Metropolitan Area Networks - Part 16: Air Interface for Broadband Wireless Access Systems- a revision of IEEEE Std 802.16-2004, and consolidates material from IEEE Std 802.16e™-2005, IEEE 802.16-2004/Cor1-2005, IEEE 802.16f™-2005, and IEEE Std      802.16g™-2007, along with additional maintenance items and enhancements to the management information base specifications.

[3] A . Esmailpour and N . Nasser, “Packet scheduling scheme with quality of service support for mobile WiMAX networks ,” in Proc. IEEE LCN’09, pp. 1040-1045, 2009.

[4] Dusit Niyato, and Ekram Hossain, “Queue-Aware Uplink Bandwidth Allocation and Rate Control for Polling Service in IEEE  802.16 Broadband Wireless Networks”, IEEE transactions on mobile computing, june 2006, VOL. 5, NO. 6.

[5] L. Chuang and L. Yin., "Dynamic partial buffer sharing scheme: Proportional packet loss rate," in Proceedings of ICCT2003, 2003, pp. 259-262.
[6] Sakshi Kausha, R.K Sharma , “Modeling and Analysis of Adaptive Buffer Sharing Scheme for Consecutive Packet Loss Reduction in Broadband Networks”, International Journal of Computer Systems , Science and Engineering Volume 4 Number 1, April 23, 2007.
[7] JUI-CHI CHEN, “Adaptive Time-utility Function Scheme for Downlink Packet Scheduling in IEEE 802.16e/WiMAX Networks”, Asian Journal of Health and Information Sciences, Vol. 4, No. 2-3, pp. 103-112, 2009

[8] Jui-Chi Chen, “Dynamic Classified Buffer Control for QoS-Aware Packet Scheduling in IEEE 802.16/WiMAX Networks” IEEE communications letters, vol. 14, NO. 9, pp. 815-817, SEPTEMBER 2010

