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Abstract 

This paper aims to provide a systematic documentation of the software cost estimation research during the last decade and thus instigate the need and the opportunity to research in this field. The review identifies software cost estimation papers in   journals and highlights the importance of performance prediction to be implemented in various compression methods. This paper was created to cater to the growing interest in the field of software efficiency research and provide students and scholars alike a window into this field. We would like to throw light upon the areas of specialisation in the last ten years. 
These details combined with other needed research input and can provide support for recommendations for future software cost estimation research, including 1) wide spectrum and array of similar papers 2) A manual detailed study which is eased through this paper and                                3) implementation of these concepts in real time examples thus being a service to the society and 4) increase the awareness of how the data, impact the results when estimating the cost using an effective integrated approach..
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1 Introduction
This paper provides an insight to journal articles on software prediction development estimation with the objective to instigate and initiate progressive research in this field. We have integrated the various papers and pointed out to some relevant and important facts that need to be deliberated. 
The references have deterred from their goal in the following ways. This review does not mean to overshadow or put under wrong light the work and effort of the various researches but need to introduce precise and efficient ways to handle the mission rather than deviate from its need and provide a conspicuous and inadequate understanding of the matter. This nonconformity can lead to the squandering of the resources. Stipulate sequential approach with quantised solution. 
The biggest factor that allows this paper to outshine its peers is its effective integrated method that allows a new emergence of ideas in the prediction of software cost estimation. Real time data that is used, is used to do a comparative study and help us deduce the efficiency of this paper.

2 Review Process
Various other IEEE papers were used as the backbone of this present paper and thus enabling us to understand the layout and the systematic growth of the subject as it diverges into many branches of the direct relevance to this paper. A large portion of this paper may contain individual views which at any point are not to malign the authors or to prove fault of the paper. It is mainly given in that structure so that students and researches alike are able to utilise this paper. The related papers in the field of software cost estimation can result in the convergence of multiple ideas that are integrated in this paper. 
The classification of the research papers where at our perspective and the idea is to provide a general understanding to all those accessing it. The underlying indication is to provide a condition like a “jig-saw” puzzle, i.e a condition for all the specialised branches to use this as a baseline and continue their climb into their own interest and intent. We openly accept possible points of improvement and need a deeper understanding of the papers to contribute so.
The classification of papers was done manually by collecting relevant abstracts and titles of journals related to this topic. As we wanted to differ from previous such papers we have provided relevant importance to the authors and any restating of their names such that a selective search can be conducted. 
We have started the search from the year 1994 as we felt it was the year that provided us the right vine to cling on to. These journals were acknowledged through interpretation of reference lists related to cost estimation papers, combing the Internet for previously not identified, relevant journals, and thus involving ourselves and our minds to sort out the best and the needed papers thus enabling a selective study of the subject at hand.
The papers are surveyed by their date of release given on each stipulated paper. This involves the use of tabulated references to the papers provided at the end of this paper, enabling relevant understanding based on the title and year. This type of classification also enables us to view the change in this area, the innovation and new diverse ideas that provide a direct impact to the current studies in this field. 
We felt that this method enabled laying a strong foundation for the students in this field and for the budding researches. We would also like to throw light upon the recurring issues, e.g., different interpretations regarding how much review of previous studies a paper should include to be classified as a review paper. We have come to understand that fewer than 3 percent of the initial classifications were clearly inconsistent with the category descriptions. 
The condition this may result in would show that the initial classification does not seem preferable than the one we currently provide. In other words, the main problem was the clarity of the descriptions and not so much the initial classification itself. We therefore decided that the initial classification had a degree of accuracy sufficiently high for the purpose of this paper, given that we 1) Controversial papers or papers that seem baseless were ignored  and 2) reclassified  the papers that belonged to the time or year of its publishing.
This clarification and reclassification was then completed by the first author. In spite of this effort to improve the reliability of the classification, it is likely that several of our classifications

are subject to discussion, that the descriptions could be improved further, and that some of the papers are classified incorrectly.

 3 Relevant study and Discussions
Time has proven to be witness to many changes in history, the rise and fall of various technologies. But one thing man never tires of is prediction, his intuitive and inquisitive nature always was the fodder to evolution. This nature of knowing what the future holds is prediction. As man developed in areas of software creation, the need and urgency to validate and plan the process was imperative. It relied on the individual expectation and was not precise. Hence many scholars have created different cost estimation techniques and thus leading us to the logical conclusion of individual specialisation. 
We have traced this issue from papers of various years [1] A theoretical analysis and study in this discipline. This paper explains the assessment of previously public held statistical regression models and explains that it is based on number of observation upon which models are based and inattention to assumptions inherent in regression analysis. This is obtained from function point data of 104 software development projects. It has increased the accuracy of function points and has suggested modification to the general approach. It lays the foundation for the on-going research in this sphere. 
In [2] a new concept was introduced in this field, notified and specified that software unreliability and different levels of failure severity. It enables the reader to grasp the intricate and explicit postulates laid down in this paper. It further explains that it is important to analyse the expected failure cost under operational distribution as a measure for software unreliability. It provides direct conditions to estimate the proposed quantity by random testing using “important sampling methodologies” from Rare Event Simulation. It built the road that paved its way into concepts like benchmarking, and reasoning. 
[3] remained as a witness that improved the previous mistakes committed by researches claiming that obtaining early prediction of compilation time can prevent ruin of project. They further go on to explain that SLIM (Software Lifecycle Management) is used to predict software completion and man power needed. It overcomes Putnam model on analytic proof and good performance on simulated data. It provides a direct importance for prediction and helps us create cost expectancy. It allowed a more accurate and efficient model that was created for requirement. 

The methodology in [4] presents a modelling frame work for distributing effort among software components to facilitate cost. The two approaches 1) Reliability constraint cost minimisation (RCCM) and 2) Budget constraint reliability maximisation. Generalisation of basic COCOMO models with other cost functions and validation issues are assessed. 
[5] suggest that estimating the variable at beginning of project can enable effective cost estimation. A fairly general model that permits a surrogate or proxy variable observed instead of actual size. A confidence interval for proxy variable is provided in the project. This can be generalised for most projects. This proved to be turning point for most researches as they used the data analysis techniques and resulted in a new pulsation of ideas in the year 2000 and [6] stating that assessment of cost of software by having good predictability using powerful algorithms. He goes on to explain that it obtains the relationship between effort productivity and suite of metrics of software evolution extracted from empirical data sets. It provides the appropriate algorithms to calculate 1) cost 2) efficiency and 3) resource needed. It resulted in the need to find efficient data relationship constraints.
 The next methodology we analysed in [7] would be provides a guide line to obtaining level of power system reliability to minimum costs. The redundancy optimisation problems when applied to power systems reliability measure the load demand and customer demand. As principle of genetic engineering is based on evolution this procedure is based on universal generation function methods. 
[8] helps present an intelligent image correlation that uses genetic engineering to develop cost estimation. Specle patters are determined for measuring displacement to obtain innovative and adaptive schemes to estimate the surface costs. The real time information is obtained and with relative cost with genetic algorithm an ideal optimal match is obtained whereas [9] explains the principle of heuristic self-organisation is for GMDH(Group Method of Data Handling). It predicts the software reliability in testing phase for predicting failure occurrence times for predictive performance. It provides a more software reliability than other procedures. The problem of determining the optimal release schedule thus minimal to the total expected reliable costs. It created a need for wide spread need to implement this phenomena in cost prediction methods. 
This vivid research in the year 2000, engraved a series of highly specialised and efficient concepts in this spectrum where the logic in [10] states that a quantitative model to predict software cost with incomplete data can be created. This is done by a historic data base of software project cost is used. The inclusion of incomplete data leads to “cost biases” decrementing the value of the mode. 
The techniques stipulated handle the missing data resulting in 1) Small bias and 2) High precision resulting in “Consistent best performance” and thus we can relate it to [11] the software cost estimation for resource allocation and binding. It relies on historical information from past projects where similarities are determined by comparing project key attributes and features. Separate weights are allotted for each project feature. The estimation quality is measured by standard metrics to 1) Increase accuracy 2) Reduce model volatility and 3) Analogy based estimation is done. 
[12] Analogy-based estimation has the potential to mitigate the effect of outliers in a historical data set, since estimation by analogy does not rely on calibrating a single model to suit all projects. Both Ant colony optimization (ACO) and Genetic algorithms (GA) use a population of agents or individuals to represent solutions, and the information collected by the population influences the next generation of the search. 
The important underlying fact that the software cost estimation for software project management by data collected from past projects. [13] proposed new criteria to measure the quality of prediction. AQUA was validated against two internal and one public domain data sets with non-quantitative attributes and missing values and [14] newer claims that an effective model for software cost estimation is compared to linear regression. This is obtained based upon mantel co relation and randomisation test called Analogy-X .The strength of correlation of values of data set is assessed. It provides a step wise procedure for future selection and uses leverage statistical analysis technique for estimation. The concept of Analogy-X has caused a positive improvement and is proof of the ingenious ideas contributed by the researchers. 
The development of efficient analogy software effort estimation models has been a research target for quite a long time. [15] Several attempts have been carried out to improve the accuracy of analogy effort estimation by using different Artificial Intelligence (AI) techniques such as Neural Networks, Evolutionary algorithms, and Heuristic algorithms. Software effort estimation by analogy (EBA) has achieved considerable attention from researchers for over two decades. EBA is a form of Case-based reasoning which aims to identify solution for a new problem based on previous solutions from the set of similar cases.

[16] articulates that an accurate effort estimation of project similarity of information is measured by Euclidian on distance. It is implemented by correlation weighting and principle component analysis. It outweighs various traditional and analogy methods to provide an optimal value for k for estimation accuracy.
The methodology that we obtained from [17] and [18] explains that it  1) Estimates software costs using support vector regression a type of machine learning technique and 2) Finds best set of parameters using immune algorithm. SCM is done using SVR based on immune algorithm while changing populations memory cells and a number of alleles. It compares linear regression methods with other machine learning methods. 1) High affinity with anti-bodies produces new anti-bodies and resulting in parameters optimisation and 2) Has good data maintenance and reliability.  The latter suggests that implementation and evaluation of earned value method to forecast time and cost of projects. It uses established variables like Scheduled Performance Index (SPI) Cost performance Index (CPI) Cost Variance(CV) Schedule Variance(SV). The formula based on analysis produced results between prediction variables and response of 95.4% 
We can compare it to [19] which claims that accurate software cost estimation to prevent discrepancy in choosing best prediction technique. Utilisation of semi parametric model called LSEBA and with boot strap resampling technique to obtain parametric intervals. Application of partial linear models to produce simple parametric model combining regression analysis and estimation by analogy was the result of their studies while [20] implements the dynamic software maintenance effort estimation  and their role in effort prediction is discussed. Artificial intelligence based on functional neural networks produces a proposed framework which needs to be validated with real life project data. Evaluation and benchmarking based on application AI base software maintenance effort estimator has a stipulated framework. 
[21] The estimation methods for agile software development and planning are given. It explains that 1) Velocity is measured to detect progress 2) Determination of function point based user stories on desired features of product. Kalman filter algorithm is adopted to provide dynamic estimation based methods for daily based velocity while [22] proposed a decision maker that learns from past projects data. It explains that the 1) Collected process, product and resource metrics from the projects are used 2) Clustering methods is used for consistency and 3) Support vector regression (SVR) is used to predict effort. AI techniques have improved the accuracy and Statistical tests show that SVR test is best among 6 algorithms and [23] throws light that Addresses Optimisation problem in several contexts such as Linear Regression and base reasoning. It describes a Manual stepwise regression and case based reasoning used as benchmark and Use of TAKUTUKU database which includes Web hypermedia systems and web application and without any doubt proves that Web effort estimation using cross company data set TS can give superior results when compared to other standards.
 We can do a comparative understanding with [24] and [25]. The former explains the methodology that cost and effort estimation for SOA based software development approach is explained here. 1) Divide and conquer framework helps organisations simplify and regulate SOA based implementation and 2) COCOMO2 approach is comparatively inadequate. The result would deal with theory reduces complexity and architectural differences in SOA based software and Builds estimation models and measures size of SOA application. The latter is used to improve software effort estimation by incorporating straight forward mathematical principles and AI concepts. 1) Data preparation from each data base to be done separately 2) Reduce features by considering relevant ones and 3) Convert transform estimation to classification and functional approximation.
It provides 1) A cost saving project for effort estimation and 2) Less computation effort and is cost saving. [26] Several methods have been proposed for the estimation of the software effort, which fall into one of the three broad categories viz., expert judgment, algorithmic models and machine learning. Estimation-by-analogy methods identify analogues (or similar cases) in the database.
[27] identified the essential assumption of analogy-based effort estimation: i.e. the immediate neighbours of a project offer stable conclusions about that project. They tested that assumption by generating a binary tree of clusters of effort data and comparing the variance of super-trees vs. smaller sub-trees. 
[28] Estimation by Analogy presented the best prediction accuracy when using a dataset of Web hypermedia applications. Estimation by Analogy is an intuitive method and there is evidence that experts apply analogical reasoning when making estimates. Estimation by Analogy is simple and flexible, compared to algorithmic models. Estimation by Analogy can be used on qualitative and quantitative data, reflecting closer types of datasets found in real life.
4  Conclusion
Software cost estimation plays a vital role in the approval of creation of software. The types of software are divided into various categories and thus the type and method followed needs a separate format of cost estimation. 
The diversification still needs a unified and integrated approach to avoid any perceptions of errors. The paper reviews software cost estimation papers published in journals and tries to support other software cost estimation researchers through a library of estimation papers classified according to research topic, estimation approach, research approach, study context, and use of data sets. 
            Search manually for relevant papers in a carefully selected set of journals when completeness is essential. There is a lack of standardized use of terms pertaining to software cost estimation. We believe that such a lack makes it is easy to miss important papers when relying on automatic searches in digital libraries Conduct more studies on estimation methods commonly used by the software industry. 
In spite of the fact that formal estimation models have existed for many years, the dominant estimation method is based on expert judgment. Further, available evidence does not suggest that the estimation accuracy improves with use of formal estimation models. Despite these factors, current research on, e.g., expert estimation is relatively sparse and we believe that it deserves more research effort. Increase the awareness of how properties of the data sets impact the results when evaluating estimation methods.
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