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Abstract— The main objective of this paper is to implement Ilumination Image Watermarking using efficient Orthogonal transforms.Orthogonal Based Image System is implemented to apply the illuminated image watermarking on Images.Here,we applied Embedding and Extraction of efficient orthogonal transforms.In this paper,we applied Discrete Cosine Transform(DCT),Walsh Hadamard Transform(WHT),Discrete Fourier Transform(DFT) effectively.This paper is implemented using IDL.The experimental results are shown 
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I. INTRODUCTION
A recent proliferation and success of the Internet, together with availability of relatively inexpensive digital recording and storage devices have created an environment in which it became very easy to obtain, replicate and distribute digital content without any loss in quality. This has become a great concern to the multimedia content (music, video, and image) publishing industries, because technologies or techniques that could be used to protect intellectual property rights for digital media, and prevent unauthorized copying did not exist. While encryption technologies can be used to prevent unauthorized access to digital content, it is clear that encryption has its limitations in protecting intellectual property rights: once a content is decrypted, there’s nothing to prevent an authorized user from illegally replicating digital content. 

Some other technology was obviously needed to help establish and prove ownership rights, track content usage, ensure authorized access, facilitate content authentication and prevent illegal replication. This need attracted attention from the research community and industry leading to a creation of a new information hiding form, called Digital Watermarking.In this paper,we apply Invisible based Illuminated Watermarking using efficient Orthogonal Watermarking algorithms such as Discrete CosineTransform(DCT),DiscreteFourierTransform(DFT),

Walsh Hadamart Transform(WHT).
                            II.ILLUMINATION WATERMARKING
 Digital watermarking is the process of possibly irreversibly embedding information into a digital signal. The signal may be audio, pictures or video, for example. If the signal is copied, then the information is also carried in the copy.

In visible watermarking, the information is visible in the picture or video. In invisible watermarking, information is added as digital data to audio, picture or video, but it cannot be perceived as such (although it is possible to detect the hidden information). 
A.Watermarking Life-Cycle Phases:
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Fig.1:WaterMarking Life Cycle Phases
A watermarking system is usually divided into three distinct steps, embedding, attack and detection. In embedding, an algorithm accepts the host and the data to be embedded and produces a watermarked signal.

The watermarked signal is then transmitted or stored, usually transmitted to another person. If this person makes a modification, this is called an attack. While the modification may not be malicious, the term attack arises from copyright protection application, where pirates attempt to remove the digital watermark through modification. There are many possible modifications, for example, lossy 
compression of the data, cropping an image or video or intentionally adding noise.

Detection (often called extraction) is an algorithm which is applied to the attacked signal to attempt to extract the watermark from it. If the signal was unmodified during transmission, then the watermark is still present and it can be extracted. 
                                    III.  Algorithms

A. Discrete Cosine Transorm
 A transformation step commonly used in software that works with different multimedia formats such as (MP3), Vorbis, (MPEG) or (JPEG). All three of these standards employ a basic technique known as the discrete cosine transform (DCT). The discrete cosine transform is a technique for converting a signal into elementary frequency components. DCT is a close relative of the discrete Fourier transform (DFT). With an input image, A, the coefficients for the output "image," B, are:
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The input image is N2 pixels wide by N1 pixels high; A(i,j) is the intensity of the pixel in row i and column j; B(k1,k2) is the DCT coefficient in row k1 and column k2 of the DCT matrix. All DCT multiplications are real. This lowers the number of required multiplications, as compared to the discrete Fourier transform. The DCT input is an 8 by 8 array of integers. This array contains each pixel's gray scale level; 8 bit pixels have levels from 0 to 255. The output array of DCT coefficients contains integers; these can range from -1024 to 1023. For most images, much of the signal energy lies at low frequencies; these appear in the upper left corner of the DCT. The lower right values represent higher frequencies, and are often small - small enough to be neglected with little visible distortion.
1)2Dimentional  DCT:
             2D DCT is given by:
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for u,v =0,1,2,…,N −1 and .The inverse transform is  defined as 
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for x,y =0,1,2,…,N −1.
 2)DCT Based Watermark Embedding:
1. Take the original image with size 128*128 pixels
2. Apply DCT orthogonal tranformation .
3. Split the transformed image into 8*8 blocks.
4. Get the watermark image with the appropriate size.
5. To embed the watermark bit 1 we choose the highest frequency component in the block i.e  HC=7,7
6. Sign of HC must be positive, otherwise change it.

7. If we embed a watermark bit 0 we choose the highest frequency component in the block i.e  HC=7,7
8.  Sign of HC must be negative, otherwise change it.

9. After inserting all watermark bits apply inverse dct transform to get the watermarked image.
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Fig2: Baboon and its DCT
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Fig3:DCT WaterMark Embedding

Notations used in this diagram are given below:

I
Original Image

W 
Watermark Image

HC
Highest Frequency Coefficient

HC’
Modified Highest Frequency Coefficient After Inserting Watermark

W’ 
Watermarked Image


[image: image8]
Fig 4:DCT WaterMark Extraction

3)DCT Based Watermark Extraction:
1. Get watermarked image.
2. Split the image into 8*8 block.

3. Get the HC value.

4. Now check the sign of HC value 

5. if it is positive then embedded  bit as 1.

6. Otherwise the embedded bit as 0.

7. Finally we get a watermark image

B.WALSH HADAMARD TRANSFORM:
The Hadamard transform (also known as the Walsh–Hadamard transform, Hadamard–Rademacher–Walsh transform, Walsh transform, or Walsh–Fourier transform) is an example of a generalized class of Fourier transforms
The Hadamard transform Hm is a 2m × 2m matrix, the Hadamard matrix (scaled by a normalization factor), that transforms 2m real numbers xn into 2m real numbers Xk. The Hadamard transform can be defined in two ways: recursively, or by using the binary (base-2) representation of the indices n and k.

Recursively, we define the 1 × 1 Hadamard transform H0 by the identity H0 = 1, and then define Hm for m > 0 by:
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where the 1/√2 is a normalization that is sometimes omitted. Thus, other than this normalization factor, the Hadamard matrices are made up entirely of 1 and −1.

Equivalently, we can define the Hadamard matrix by its (k, n)-th entry by writing
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and
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where the kj and nj are the binary digits (0 or 1) of k and n, respectively. Note that for the element in the top left corner, we define: k = j = 0. In this case, we have:
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This is exactly the multidimensional [image: image13.png]


DFT, normalized to be unitary, if the inputs and outputs are regarded as multidimensional arrays indexed by the nj and kj, respectively.
Some examples of the Hadamard matrices follow.
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(This H1 is precisely the size-2 DFT. It can also be regarded as the Fourier transform on the two-element additive group of Z/(2).)
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where [image: image19.png]


is the bitwise dot product of the binary representations of the numbers i and j. For example, [image: image20.png]Hyp = (—1)*2 = (=)W — ()0 (1)t




, agreeing with the above (ignoring the overall constant). Note that the first row, first column of the matrix is denoted by H00
The rows of the Hadamard matrices are the Walsh functions.
WHT Based Watermark Embedding & Extraction:

             The same steps given in DCT based Watermark Embedding & Extraction is followed.But Instead of DCT,we apply WHT algorithm is applied.

C.DISCRETE FOURIER TRANSFORM:

 The discrete Fourier transform (DFT) is a specific kind of discrete transform, used in Fourier analysis. It transforms one function into another, which is called the frequency domain representation, or simply the DFT, of the original function (which is often a function in the time domain). But the DFT requires an input function that is discrete and whose non-zero values have a limited (finite) duration. Such inputs are often created by sampling a continuous function, like a person's voice. Unlike the discrete-time Fourier transform (DTFT), it only evaluates enough frequency components to reconstruct the finite segment that was analyzed. Using the DFT implies that the finite segment that is analyzed is one period of an infinitely extended periodic signal; if this is not actually true, a window function has to be used to reduce the artifacts in the spectrum. For the same reason, the inverse DFT cannot reproduce the entire time domain, unless the input happens to be periodic (forever). Therefore it is often said that the DFT is a transform for Fourier analysis of finite-domain discrete-time functions. The sinusoidal basis functions of the decomposition have the same properties.

The input to the DFT is a finite sequence of real or complex numbers (with more abstract generalizations discussed below), making the DFT ideal for processing information stored in computers. In particular, the DFT is widely employed in signal processing and related fields to analyze the frequencies contained in a sampled signal, to solve partial differential equations, and to perform other operations such as convolutions or multiplying large integers

The sequence of N complex numbers x0, ..., xN−1 is transformed into the sequence of N complex numbers X0, ..., XN−1 by the DFT according to the formula:
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where i is the imaginary unit and [image: image22.png]e
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is a primitive N'th root of unity. (This expression can also be written in terms of a DFT matrix; when scaled appropriately it becomes a unitary matrix and the Xk can thus be viewed as coefficients of x in an orthonormal basis.)

The transform is sometimes denoted by the symbol [image: image23.png]


, as in [image: image24.png]X =F{x}



or [image: image25.png]


or [image: image26.png]X
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The inverse discrete Fourier transform (IDFT) is given by
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A simple description of these equations is that the complex numbers Xk represent the amplitude and phase of the different sinusoidal components of the input "signal" xn. The DFT computes the Xk from the xn, while the IDFT shows how to compute the xn as a sum of sinusoidal components [image: image28.png]


with frequency k / N cycles per sample.

 IV.Implementation and Experimental RESULTS

     The Orthogonal based Image Watermarking consists of the following modules:

                      1 .Algorithm Selection Module

                      2. DCT based Watermark Embedding
                      3. DCT based Watermark Extraction
                      4. WHT based Watermark Embedding

                      5. WHT based Watermark Extraction

                      6.DFT based Watermark Embedding

                      7.DFT based Watermark Extraction

1) Algorithm Selection Module
 This module is used to select the Algorithm which we require to apply for watermarking.After selecting the algorithm,we have to select the Original Image in which we have to insert binary image.              When we click on ‘Choose the Original Image’ in Algorithm selection module ,we can select the original image.To select binary Image,we should click on Choose Binary Image & we have to select the image.
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      Fig.5:Algorithm Selection Module
2)DCT Based Watermark Embedding:

After Selecting Original Image & Binary Image which is to be hidden in the original Image ,We should select DCT transformation button.This applies DCT Embedding steps given above.The original image is shown in the figure 6.The Binary Image is shown in the figure 7.The Embedded Image is shown in figure 8.
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Fig 6:Original Image for DCT transformation
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Fig 7:Binary Image for DCT Transformation
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Fig.8:DCT algorithm based Embedded Image
3)DCT Based Image Extraction:

This module is used to extract the binary image from the original image.For Extraction,we should select ‘Choose watermarked Image’ and select the image from which we have to extract the binary image.Then select ‘Extract Key Image’ button.Now it applies DCT based Image Extraction

Procedure & retrieves the binary image.
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Fig.9:DCT based Image Extraction
[image: image34.png]4 Result
Fle Edt Insert Operations Window Help

Dll@|@] of|4ele] sl ] <] AlN|o|o|sle]

1 e |
Rols: Oj o

PivelLopatir;

Pivel Ve

Pivel Gcale
e v

Edi etz

iz

I Link Al

Eriacea image

asmanad irage

oLz, [ @D TinLo




Fig.10:Extracted binary Image(right side) & Original Image(Left side)
4)WHT Embedding:
After Selecting Original Image & Binary Image which is to be hidden in the original Image ,We should select ‘WHT transformation’ button(in figure 5).This applies WHT Embedding procedures given above.The original image is shown in the figure 11.The Binary Image(IT) is shown in the figure 12.The Embedded Image is shown in figure 13.
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Fig.11:Original Image used for WHT Embedding
[image: image36.png]



Fig.12:Binary Image used for WHT Embedding

[image: image37.png]



Fig.13:Embedded Image of WHT Transorm

5)WHT Extraction:

This module is used to extract the Original Image from the Embedded Image.For that,we have to select the Embedded image & select ‘Extract the key Image’(in figure 9).Now,WHT Image extraction procedure is applied.Then original & binary image(IT) are extracted.
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Fig.14:Extracted Original Image of WHT Transform
[image: image39.png]



Fig.15:Extracted Binary Image of WHT Transform

6)DFT Embedding:
 After Selecting Original Image & Binary Image which is to be hidden in the original Image ,We should select ‘DFT transformation’ button(in figure 5).This applies DFT Embedding procedures given above.The original image is shown in the figure 16.The Binary Image(NCE) is shown in the figure 17.The Embedded Is send to the receiver.
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Fig.16: Original Image used for DFT Embedding
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Fig.17:Binary Image used for DFT Embedding
7)DFT Extraction:
 This module is used to extract the binary image from the original image.This module applies DFT based Image Extraction procedure.In the fig.18,extracted Original Image & Binary Image(NCE) are shown.
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Fig.18:DFT based Extracted Original & binary Images
V.Conclusions

 We have studied the effects of  transformations including discrete cosine,discrete fourier and walsh hadamard transformations in the Illumination Watermarking.Here we explained how binary is embedded into the image using various 
Orthogonal transforms & how it can be send to the receiver.The efficient extraction using various Orthogal Transforms also explained with suitable experimental results.
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