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Abstract: Recently, intelligent railway systems (IRS) are getting popular in the developing world, as they include wide range of communication and information technologies such as traffic cameras, ramp meters, variable message signs (VMS), traffic control centers (TCC), accident avoidance technologies, incident management and more, that promises to improve the  transportation system operations. Changes to such critical IRS subsystems by disgruntled workers and employees, without permission and training to manage functions, hackers, or aggressive terrorists could create dangerous roadway situations. For these reasons, the conventional password protection techniques must be converted into more promising and advanced biometric security systems e.g. Fingerprint recognition for personal access to the traffic control systems of IRS. In this paper, we propose a biometric security system for the IRS, which can be integrated in the subsystems of IRS, then we present a performance evaluation model to measure the efficiency of a robust biometric system for the IRS environment. 
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1. INTRODUCTION:

Intelligent transportation can be defined as, “The application of advanced sensors, computer, electronics and communication technologies and management strategies in an integrated manner- to increase the safety and efficiency of the surface transportation system”.[1] The field of Intelligent Railway Systems, or IRS, is developing rapidly. New technology is being successively adapted for operational use. It is becoming increasingly common for railway authorities and other players in the transport sector to consider introducing IRS as an alternative to traditional transportation solutions. 

Increasing vehicles in urban areas cause traffic congestion. As a consequence, many IRS technologies were developed for use in urban and suburban locations to improve transportation conditions. Major components of IRS and the technology used are briefly presented here in order to show the importance of the security of the IRS in transportation.

· Traffic signal control (e.g. coordinated signal timing, traffic/emergency signal preemption, etc.)

· Freeway management (e.g. ramp metering, lane use control, variable message signs (VMS), etc.)

· Transit management (e.g. advanced vehicle locator (AVL), computer-aided dispatching, etc)

· Incident management / emergency response (e.g. automated incident detection systems, computer aided dispatching, E-9 11, etc)

· Electronic toll collection (e.g. E-ZPass)

· Electronic fare payment (e.g. smart cards)
· Railroad crossings (e.g. side-mounted radar, vehicle warning systems, gate controls, etc)

· Regional multi-modal traveler information (e.g. internet, cell phone, kiosks, etc).

The system configuration of IRS requires enhanced security measures. As it supports the different components of regional integration for advanced traffic management systems (ATMS) systems and for the emergency purposes, ATMS is linked with public safety agencies. The whole subsystems like multimodal transportation and electronic toll collection, multiple systems are interconnected with each other and allow the entrance to the ATMS system. System security becomes an issue of not only the individual ATMS system, but the security of all other systems connected to the ATMS system. [2] As a result, if user or hacker gets access for one system, it means that he can disrupt the whole system of the ATMS system. Traffic Management Systems have been recognized as a critical part of Homeland Security. "A prime example of sensitive information disruption occurred when a teenage boy nicknamed "Jester" used his home computer, a modem, and self-taught hacking skills to infiltrate the local telephone company's switching network at the airport in Worcester, Massachusetts. The subsequent breach in security caused a system crash that knocked out telecommunications for six hours, disrupting communications to and from the airport control tower. During the ensuing investigation, airport officials discovered that the boy had had little difficulty infiltrating the switching system because the system lacked password protection" [3]. It is important that such systems to be provided with advanced security technologies both to protect the driving public from the effects of hackers and unintentional error, but also to provide controls in the event of national emergencies.

In this paper, we propose a recognition process, which is based on the secure biometric system for IRS subsystems than conventional password systems. Furthermore, a performance evaluation model to measure the efficiency of the biometric system in IRS environment is also deployed.

The rest of the paper is organized as follows: in Section 2a, we briefly review the biometric recognition process. The Section 2b presents the performance evaluation model of the biometric secured systems in IRS, and conclusion is given in Section 3.
2. PROPOSED METHOD:
a) Biometric Recognition Process:

Biometrics refers to authentication techniques that rely on measurable physiological and individual characteristics that can be automatically verified [4][5][6][7]. In other words, we all have unique personal attributes that can be used for distinctive identification purposes, including a fingerprint, the pattern of a retina, and voice characteristics. Although the field of biometrics is still in its infancy, it is inevitable that biometric systems will play a critical role in the future of security. Strong or two-factor authentication identifying oneself by two of the three methods of something you know (for example, a password), have (for example, a swipe card), or is (for example, a fingerprint) is becoming more of a de facto standard in secure computing environments. Some personal computers today can include a fingerprint scanner where you place your index finger to provide authentication.
The single data representation of a biometric characteristic or measurement derived from an individual's fingerprint, hand, iris, retina or palm, which is captured by a biometric device, is called a biometric sample. The information extracted from one or more biometric samples is used to create a biometric template. An individual is authenticated as a legitimate user when a current biometric sample is found equivalent to, or "matches," the biometric template. Both the biometric sample and the biometric template are called biometric data, or biometric information. An automated system capable of collecting,  distributing, storing and processing biometric data, and returning a decision (match or non-match), is called a biometric system. A typical recognition process for biometric authentication process [6] consists of the following basic steps as shown in Figure 1, and numerated below.
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Figure 1. A typical biometric verification process
1. Capture the biometric data e.g. fingerprint or iris using a physical scanner or device.
2. Check the quality of the captured biometric data.
3. Process the captured biometric data to create a biometric sample.
4. Match the biometric sample with a previously enrolled template, or templates, to determine if a match exists. This matching can be done as identification or authentication.

Previously, the traffic assignment problems in transportation were solved by using static user equilibrium method which is a non-linear mathematical program based on the path-flow variables between given origin-destination (O-D) pairs. Constrains ensure conservation of flow, i.e. that the sum of the path flows

between a given O-D pair should be equal to the demand for the O-D pair, and the non-negativity. The formulation is:
                               xa
Minimize (z)= Σ∫ ta (w)dw

                        a    0
Subject to Σ frsk = qrs  for all r,s,k € Krs
fk ≥ 0

where:

xa = Σ Σ Σ δrsak  frsk , for all a= flow on link a(sum of path flows sharing link a)

r    s    k
ta(w)= cost (travel time) on link a for a flow of w;
fkrs= flow on path k connecting origin r and s;

qrs= total traffic demand between r and s;
Krs= set of paths with positive flow between r and s;and

δrsak =1 if path k from r to s includes link a;  0 otherwise.
b) Performance:

Before deploying a biometric system for IRS security, it is very important to know all the parameters of its performance. During the verification of a person the classifier identify the feature vectors either it belongs to the valid user or impostor [9]. The vectors that belong to the genuine user are collectively called a sheep population or a positive class. The vectors that do not belong to the user, i.e., the impostors are collectively called a wolf population or a negative class. In Figure 3, a score of zero is attributed to a negative class while a score of one is attributed to a positive class. If each of the two sets of vectors has its own probability of being matched by a classifier with a normal distribution, and that the score ranges from zero to one, a well-trained classifier should give a set of scores shown in Figure 3.
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Figure 2. A Typical Wolf and Sheep Distribution
This analysis is called a Wolves- and Sheep- Distribution Analysis. This analysis is useful to check if a classifier has learnt or not. The area B in Figure 3 is proportional to the False Acceptance Rate or False Alarm Rate (FAR). FAR is also called a Type I Error and is defined by following equation
FAR=Total False Acceptance

           Total False Attempts

In the same way, the area 'A' in Figure 3 is proportional to the False Rejection Rate (FRR) [6]. FRR is also called a Type II Error and is defined by the following equation:
FRR=Total False Rejection

           Total True Attempts
When T increases from zero to one, the FAR decreases from one to zero and the FRR increases from zero to one. High FAR means that an impostor has a high tendency of being accepted as the true identity while a high FRR means that the genuine user has the tendency to be rejected when if the identity claim is sincere. A high FRR will make users' loose confidence in a biometric-enabled system. On the other end, a high FAR can be catastrophic because an impostor can easily gain access to a biometric-enabled system illegally. The Crossover Frequency is often expressed as 1 :X, where X=1/EER and X is rounded to an integer. Crossover Frequency and EER are often used to compare the quality of different classifiers and/or biometric data. EER can be used to compare the results of two classifiers or two biometric features, depending on the context of comparison. The classifier (or the biometric feature) with the lower EER is the better one because it can discriminate better the two classes. Plotting a graph of FAR versus FRR gives a Receiver's Operating Characteristics (ROC) graph, which is shown in Figure 4.
The ROC graph owes its name to its original use in management. It is also called detection error trade-off curve by the National Institute of Standards and Technology (NIST) or more generally a performance curve. It is desirable that forensic application has a high FAR so it can try to maximize the chance of getting a suspect. For example, in the iris code application to track down a suspect, a criminal database can be queried to return a list of suspects that closely match the criminal sorted by score in decreasing order [8]. On the other hand, for high security applications such as an ATMS application, it is desirable to have an extremely low FAR because such applications cannot tolerate to accept even a single impostor.
It is shown in Figure 5 shows that it is not possible to minimize FAR and FRR at the same time. However, a compromise can be reached where FAR=FRR, which is called an EER. This is desirable for  civilian application where the compromise is reached. An example is access to general information but identityspecific computer terminal. The dotted line of the curve above shows a better quality system than  the one with a solid line. The closer the curve is to the origin, the better the quality of the system.
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Figure 4. FAR versus FRR
3) CONCLUSION:


In this paper, we have proposed a secure IRS architecture by using state-of-the-art biometric security model. First, we introduced a secure biometric verification architecture for IRS and highlighted the need of tight security at the ATMS systems. Use of biometric not only increase the security of the whole IRS system, it also reduces the risk of impersonation which is possible in the password-based authentication systems.

Furthermore, we also introduced a performance evaluation model which could help the integrators, implementers, and developers of biometric systems in the IRS security. In conclusion, our proposed biometric model can improve the overall security of the IRS system and minimizes the risks found in password oriented IRS systems.
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