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ABSTRACT
On the basis of the characters of thumbprint shape, a thumb shape description method based on geometric characteristic values of thumb image is proposed . Corner detection is carried out on thumb region, and the characteristic points which can describe the thumb shape was confirmed by the edge of thumb shape. Through finding characteristic points whose distances to the center are stable and which can distinguish different thumb shapes and the correlation among them, the thumb shape characteristic vector is built .On the basis of thumb shape characteristic vector, a thumb shape recognition method based on fuzzy neural networks is proposed.
Firstly, according to the statistical distribution disciplinarians of different

shape thumb images, membership functions are constructed respectively from the angle length and region parameters, and these values are used as single judgment factors. The comprehensive judgment vector can be obtained through the operation among these single judgment factors. At last, the distance vector between comprehensive judgment vector and four model vectors are computed to feed into neural networks in order to judge. Because the method based on fuzzy neural network can reflect subjectively and correctly the different shapes of thumb image.
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1. INTRODUCTION
Thumb shape recognition is closely related to the human’s age, so recognizing thumb shape correctly is the base to identify a person and is very important in the work to criminal spy. Image recognition technique has been widely used in aerial defense, outer space exploration, medicine, etc.. At present the thumbprint recognition is still conducted by experts mainly [1]. This affects the extension and application of thumbprint recognition technique.

Now there are many techniques for pattern recognition, such as statistical pattern recognition, fuzzy recognition, neural network recognition, intelligent method and data digging. Fuzzy recognition uses the theory and method of fuzzy maths for resolving the pattern recognition problems, which suited to classifying the recognition with fuzzy result. Neural network has very important abilities of self-study, self-organization, association [2,3] and fault tolerance, which can be used for association, recognition and decision. 
Recently, many scholars combine fuzzy logic with neural network to deal with fuzzy information, reducing the requirement for training points [4-7]. Due to that the mathematic model of describing the parameters of thumbprint shape is unknown, so a thumb shape recognition method based on fuzzy neural network is proposed in this paper, which is based on thumbprint image’s fuzziness and the transition among different shapes. This fuzzy neural network recognition method can reflect the different shapes of thumbprint   objectively and correctly.
 2. FEATURE VECTOR OF THUMBPRINT SHAPE  
The thumbprint shapes are generally classified as the triangle, ellipse, circular, and irregular. Because of the construction similarity of these four shapes, the difference between them is only on that the distributions of distance between edge point and centroid are different with each other, so extracting stable centroid, finding out edge characteristic points and generating characteristic vector by the relationship of these characteristic points are very crucial. Hence, a method of describing the thumbprint shape based on the object’s geometrical feature values is present in this paper. 
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        (A) ellipse         (B) circle           (C) triangle            (D) irregular
                         Figure 1. Four shapes of Thumb Shape
THE BASIC ALGORITHM
According to the features of thumbprint image, a few of thumbprint shape parameters are defined from angular relation, length and region respectively,
which construct the characteristic vector of  thumbprint shape. 
ECCENTRICITY:
Eccentricity is defined as   E =  p/q
Where p- is the length of the long axis of inertia ellipse, q- is the one of short axis. It is easy to find that the eccentricity defined as such can’t be affected by displacement, rotation, and scale change.
SPHERICITY:
Sphericity is defined as S = Ri/Rc

where Ri and Rc are respectively the radii of the inscribed circle and the circumscribe circle of the region. The centers of the two circles are all on the region’s   barycenter. The value of sphercity is the biggest as the region is a circle and S<1 when the region are other shapes which are not affected by displacement, rotation, and scale change.
ANGULAR PARAMETER:
There is a certain angular relation the barycenter and the acme, as well as between the acmes in the four thumb images, so two angular parameters are considered. which are not affected by displacement, rotation, and scale change.

REGION PARAMETER:
The region parameter is defined as  AC =  A1/A2
Where A is the area of region,  A1 the area difference between the region and the inscribed circle, A2  the area of the inscribed circle. which are not affected by displacement, rotation, and scale change.
3. RECOGNITION ALGORITHM

The thumb shape recognition is a multiple factors pattern, so a comprehensive evaluation model should be established to recognize it by neural networks.
The comprehensive evaluation model is a judgment given respectively by a thing according to many factors in the fuzzy environment, which gives a final decision result. It is mainly made up of the three essential factors, namely factor set, judgment set and singular factor judgment. U ={u1,…,un}  is the factor set made up of n  kinds of judgment factors ;V ={v1,… ,vm}   is the judgment set made up of  m kinds of judgment; the fuzzy judgment of singular factor  ui  (i=1,…,n)  belong in  vi  (i=1,…,m)  which constructs a fuzzy map from U to V

[image: image2]
Figure 2. A simple mathematical model for neuron

    4. STRUCTURE OF NEURAL NETWORKS
 
The neural network proposed in this paper is a competitive neural network(as shown in fig 5)and consisted of two layers of neuron (input and competitive layer) and a set of connective weight. There are four neurons in input layer, indicating respectively the distance measures between the comprehensive judgment vector and the prototype vector of four thumb shape(u0 indicates the distance to ellipsoidal shape, u1 to circular shape,u2 to triangular shape,u3 to irregular shape). There are four neurons in the competitive layer which correspond respectively to the four thumb shapes. (C0 indicates ellipse, C1 circular, C2 triangle, and C3 irregularity).

Two categories of neural network structures
ACYCLIC(OR)FEED-FORWARD NETWORK:
It represents a function of its current input. It has no internal state other than the weights. feed-forward network support long-term memory. It represents the function of its input. It is usually arranged in layers, each unit receives input only from units in the preceding layer.

CYCLIC(OR)RECURRENT NETWORK:
It feeds its output back into its own inputs. (i.e.) activation levels of the network form a dynamical system that reaches a stable state. Response of network to a input depends on its initial state which depends on previous input. It can support short term memory. It is difficult to understand.
 SINGLE LAYER FEED-FORWARD NEURAL NETWORK:







Figure 3. Perceptron network with 3 output units that share 5 input units
MULTILAYER  FEED-FORWARD NEURAL NETWORK:      
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Figure 4. a multilayer network with 3 hidden layer and 5 input units
THE PREPROCESSING OF INPUT VECTOR
In fact, the ‘far’ or near’ distance is a fuzzy concept in the given patterns.

So the Euler distances between the comprehensive judgment vector and the prototype vectors of four thumb shapes are normalized. If the result approaches 1, it indicates the near distance; if the result approaches 0, it indicates the far distance.

According to the experimental data, the prototype vectors of four shapes are constructed, namely C0, C1, C2, C3 (the parameters of the four vectors can be obtained from experiment) which are respectively the centers of ellipse, circular, triangle and irregularity.



[image: image4]
Figure 5. The competitive neural networks
Conclusion:

        In this paper, the thumb shape recognition method based on fuzzy neural network is proposed according to the fuzzy character of thumb image and the transitional character in different shapes. Due to that the angular and length feature values of the four thumb shapes have own distribution range, they can be separated from each other. This method is rational, because in it the singular judgment factor is obtained by constructing membership function respectively from angular and length features values, the comprehensive judgment vector is got by considering comprehensively these singular factors, and the distance vector between comprehensive vector and four prototype vectors is computed to feel it into neural network in order to carry out the recognition. Because the membership function confirmed and the parameter value are comparatively accordant to the statistical distribution rule of feature and the fact in the term of geometric characteristic of image, this recognizable method based on fuzzy neural networks can reflect different thumb shapes objectively and correctly. These fuzzy neural networks can be proposed for toe shape recognition in the future enhancement.
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