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Abstract- The increasing demand of industry for enabling Business to Business and Application-to-Application communication has led to a growing requirement for Service Oriented Architecture. Web Services are based on Service Oriented Architecture which enables application-to-application communication over the internet and easy accessibility to heterogeneous applications and devices. The goal is to retrieve services that match the user’s requirements. With the growing number of services in the repositories and the challenges of quickly searching the right ones, the need for clustering related services becomes evident to enhance search engine results with a list of similar services for each hit.  An improved discovery method is proposed with refined searching mechanism to quickly discover a web service. Hybrid clustering method is used to group the list of similar services returned by the new discovery method. The evaluation with a large service repository demonstrates the feasibility and performance of the approach.

Keywords- web mining, web clustering, web service, vector space, search, hybrid clustering, service discovery.

I. INTRODUCTION

A Web service is a paradigm designed to support interoperable machine-to-machine interaction over a network. It has an interface described in a machine processable format (specifically WSDL-Web Service Definition Language). Other systems interact with the Web service in a manner prescribed by its description using SOAP-messages (Simple Object Access Protocol). With the growing popularity of Web services throughout the service-oriented community, the methods for service discovery and search in repositories grow more sophisticated. The establishment of common description standards for Web services, such as WSDL, was an enabler for different research efforts in this area, especially those related to service registries and their corresponding retrieval mechanisms. 
The public registries like UDDI (Universal Description, Discovery and Integration) was used to store web services and hence UDDI was the primary source to collect list of publicly available services. The biggest public registries from Microsoft and IBM were shutdown sometimes ago so it is necessary to find the alternate way to collect the services. 
The goal is to enrich a search engine’s hits with a number of related services that fulfill a similar task. The clusters are built for each element of the search result and aim to provide a set of possible alternatives for each entry in a result list. Clustering algorithms are broadly classified into two types, namely, partitional and Hierarchical. It is necessary to analyze different clustering techniques and choose a technique which forms a cluster with better quality.

II. RELATED WORK

Search and search-related aspects of Web services are highly investigated fields throughout the service oriented community. In most cases, Web service discovery is the driving force behind the research. The reason is simply that this particular area still raises some very interesting issues that need to be addressed. As the popular UDDI registries from Microsoft and IBM were closed, few companies keep the list of public web services in web sites. We need an automated way to easily extract services from those public sites.

Some of previous works have adapted K-Means and AHC (agglomerative hierarchical clustering) algorithms to classify web service. K-Means is the best well known partitioning algorithm [1], which simply selects K initial cluster centers and assigns each data point to the nearest center. The updating and reassigning process is continued until a convergence criterion is met. This algorithm is simple and can be performed on a large data set at almost a linear time complexity. This algorithm has two drawbacks. First, the number of clusters has to be predetermined. Second it does not yield the same result with each run, since the resulting clusters depend on the initial random assignments. 

AHC algorithm was used [2] to cluster web services. AHC overcomes the disadvantages of k means algorithm. It combines the smaller data groups for creating bigger ones. It starts with each web service in a single cluster and iteratively merges two most similar ones iteratively until a halting criterion is reached. The halting criterion in AHC is based on a predetermined constant. Because of the sensitivity of AHC to the halting criterion, the algorithm may mistakenly merge two clusters. AHC algorithm is static in the sense that they never undo what was done previously, which means that, objects which are committed to a cluster in the early stages cannot move to another cluster. In other words, once a cluster was split or two clusters was merged, the split objects will never come together in one cluster or the merged objects will be always in the same cluster, no matter whether the splitting or the merge is a right action or not. But in practice, some previous splitting or merging actions maybe not right and need to rearrange the partition. This problem hasn’t been brought to people’s attention even though it is a cause of inaccuracy in clustering, especially for poorly separated data sets
III. PROPOSED WORK
A new Discovery method has been proposed which uses new clustering approach called Hybrid Hierarchical Clustering Algorithm (HHCA). HHCA combine the advantages of both k-means and AHC algorithms and hence it gives better quality cluster. Since the public registries from Microsoft and IBM were closed, an automated method is proposed which extracts the web services from the website called www.xmethods.net.

A) Architecture of proposed work:

The service providers register their publicly available web services in UBR (Universal Business Registry) or in Public Web sites like www.xmethods.net. To facilitate a search of web services all the web services should be collected and stored in a database. If the user or consumer requests a web services, all the web services are matching the query are clustered to enhance the search for the future requests. Only the active web services are returned as result to the user. For the subsequent requests the clustered is searched for matching web services. If no match is found in the cluster, the entire database is searched.


[image: image1]
IV. IMPLEMENTATION

A) Gathering Web services

The list of available web services has to be collected from various public web sites. The web sites www.xmethods.net is used as source in this implementation.  The URL and the corresponding WSDL files of the web services are extracted from the sources in an automatic way. WSDL file contains the description and other details like port number. The description is extracted from the WSDL file and vector is construed from the keyword for each web services. All the vectors are combined to form a Vector Space Matrix (VSM). 

The user query is converted as a mathematical vector. The matching degree or relationship between user query vector and all the vectors in VSM is calculated using the following formulae.
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The cos(p,q) value determines the how close the two services( or vectors) relates to each other. The higher the cos(p,q) value means the lower the angle between the two vectors p,q in the vector space and hence p, q are closely related. This is how the matching between user query and list of web services is performed.

B) HHCA clustering Algorithm

HHCA clustering algorithm is used to group the list of similar services. One advantage of grouping similar services is that if any web service currently in use fails, it is very easy to find the service which closely related as alternate. The steps of algorithm is as follows

a. Set t=0. Generate the initial partition π(t) which contains n clusters with one WS (Web Service) in each cluster.

b. Find the cluster Cs in π(t) which has minimum intra similarity value. Intra-similarity of cluster C is the average cosine similarity between each object in C, and its centroid Vi. Intra-sim is a measure of the distance among the objects within one cluster.

c. Obtain a new partition πs(t) by removing Cs and splitting it into two clusters Cl and Cr. The splitting is performed by taking two most distant WS xi and xj and putting it in separate clusters Cl and Cr. other WS’s in Cs are added to Cl and Cr based on their distance to it.

d. Find two clusters Cm1 and Cm2 in π(t) which has minimum inter distance between them. Inter distance is the distance between the centroids Vi of Cm1 and Cm2. 

e. Obtain a new partition πm(t) by removing Cm1 and Cm2 from π(t) and adding the union of Cm1 and Cm2 into πm(t)
f. Calculate the quality of the partitions π(t) , πs(t) and πm(t). The quality of a cluster can be estimated by its intra similarity and inter-distance. The larger the intra-similarity and the inter-distance are, the better is the cluster.
g. If  Quality(πs(t)) > Quality(π(t)) and Quality(πs(t)) > Quality(πm(t))  then  π(t+1)= πs(t)
Else If  Quality(πm(t)) > Quality(π(t)) and Quality(πm(t)) > Quality(πs(t)) then  π(t+1)= πm(t)
Else π(t+1)= π(t)

h. If  π(t+1)= π(t) , stop, otherwise set t=t+1 and go to step (a).

C) Searching Algorithm

1. Start

2. Enter the query or keyword for which service is to be searched( ex. weather)

3. Search the cluster. If any match is found, return the WSs as result. Clusters can be kept in Main memory to enhance the search performance.

4. If no match is found in cluster, search the entire list of WS which is kept as VSM.

5. If match is found in VSM, create a cluster for the results and return the result for the validation.

6. After the validation result will be sent to the user.

7. Stop.

D) Validating the WS

It is important to return only the active Web Services as result to the user. If the passive web service is returned and the user implemented his business application with this passive WS and finds it is not working then it will be difficult for him to change the WS.

To validate a WS, the WSDL file of WS is parsed to find the URL of it. Then the URL is pinked by sending sample parameters. If we get the response means the WS is Active web service. Similarly it tests all the web services and returns only the Active web services as a result.

V. EVALUATION AND RESULTS

The test is conducted in a machine which has core 2 duo processors and 2 GB RAM. Java Servlets and JSP (Java Ser is used to implement server functionality of search engine. The tomcat 6.0 web server is used to host the  servlets and JSP. An “Ant” java tool is used to compile all java files at once which handles the inter dependency problem between the files. A “Lucerne” java tool is used to enhance the search speed. It is very useful if the search database is very large. The database that is used for testing contains 398 web services and details.

In order to evaluate the performance of the algorithm, quantitative measures should be designed to measure the quality of the partition produced by the algorithm. According to the general definition of a clustering problem, a good clustering should maximize the similarity among the objects of each cluster (intra-similarity) and to minimize the similarity among objects of different clusters (inter-similarity), In other words, the distance between the objects within one cluster should be as small as possible (intra-distance), and the distance between clusters should be as large as possible (inter-distance). Hence, it is fairly acceptable and also convincing that the quality of a clustering can be evaluated from the two aspects, i.e., intra distance and inter-distance. The formula to compute those parameters was discussed in section (iv). The search interface is given below which list the list of stock web services.
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This web service provides stock index component information.

htp://www. xignite.com/xIndexComponents.asmx

Provides global delayed stock quotes and for U.S. and international equities.

htp://www.xignite.com/xGlobalQuotes. asmx

This web service provides real-time NASDAQ Last Sale stock prices and trade data for US-
listed stocks.

htp://www.xignite.com/xNASDAQLastSale.asmx

This web service provides real-time BATS Exchange Last Sale stock prices and trade data for
US-listed stocks traded on NASDAQ, NYSE, AMEX and OTC exchanges. -

@ Local intranet | Protected Mode OFf G- mu0% -





Stock web service

The following table gives the quality parameter values computed for different search keyword. The values in the table are visualized in a graph for a comparison of the two algorithms.

	Keywords
	inter cluster coefficient

	
	AHC alg
	HHCA alg

	search
	1.92
	0.925

	web
	1.73
	0.92

	an
	1.22
	0.176

	using
	1.47
	0.685

	us
	0.3
	0.89

	information
	0.13
	0.947

	data
	0.935
	0.89


	Keywords
	inter cluster coefficient

	
	AHC algorithm
	HHCA algorithm

	 search
	0.67
	0.92

	Web
	0.63
	0.90

	An
	0.63
	0.69

	Using
	0.35
	0.77

	Us
	0.72
	0.9

	information
	0.74
	0.94

	Data
	0.67
	0.90
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 Comprison by intra cluster parameter values
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 Comparison by inter cluster parameter values

The X axis in the graph is the list of keywords that has been searched and Y axis is the inter and intra cluster distance (similarity) values. It is clear from the graph that the HHCA algorithm has better quality because it produces clusters with minimum intra distance and maximum inter distance compared to AHC algorithm.

VI. CONCLUSION AND FUTURE WORK

         The Hybrid Hierarchical clustering algorithm has been used to cluster the web services and to quickly discover the list of similar web services. As the results shows this algorithms has produced clusters with better quality than agglomerative algorithm. In future, the indexing method can be quality-based ones rather than a keyword-based indexes. It would be necessary to index some quality measures of web services.
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